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ABSTRACT
Mobility prediction is becoming one of the key elements of
location-based services. In the near future, it will also fa-
cilitate tasks such as resource management, logistics admin-
istration and urban planning. To predict human mobility,
many techniques have been proposed. However, existing
techniques are usually driven by large volumes of data to
train user mobility models computed over a long duration
and stored in a centralized server. This results in inher-
ently long waiting times before the prediction model kicks
in. Over this large training data, small time bounded user
movements are shadowed, due to their marginality, thus im-
pacting the granularity of predictions. Transferring highly
sensitive location data to third party entities also exposes
the user to several privacy risks. To address these issues, we
propose MobiDict, a realtime mobility prediction system
that is constantly adapting to the user mobility behaviour,
by taking into account the movement periodicity and the
evolution of frequently visited places. Compared to the ex-
isting training approaches, our system utilises less data to
generate the evolving mobility models, which in turn lowers
the computational complexity and enables implementation
on handheld devices, thus preserving privacy. We test our
system using mobility traces collected around lake Geneva
region from 184 users and demonstrate the performance of
our approach by evaluating MobiDict with six different pre-
diction techniques. We find a satisfactory prediction accu-
racy as compared to the baseline results obtained with 70%
of the user dataset for majority of the users.
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Figure 1: Traditional Prediction Systems vs. MobiDict. The
process on the top depicts the traditional mobility prediction ap-
proach, while the process chain shown at the bottom gives an
overview of our technique.

1. INTRODUCTION
In recent years, we have seen a rapid proliferation in the

number of applications offering location-based services. Pop-
ular applications such as Google Now,1 collect and utilise
sensitive data such as, location history, agenda and contact
list, to infer and assist users in everyday activities. An-
other well-known application, Moves2 enables to automati-
cally identify the transportation mode from collected data
and display relevant information on the fly, such as the num-
ber of burnt calories. On the similar lines, Google Maps is
equipped to predict where the user wants to go next based
on the location history3. As evident from the above ex-
amples, mobility prediction is becoming a key paradigm of
location-based services.
Problem. The services described above, demand a large

volume of data in order to provide relevant mobility predic-
tions. Existing works in this domain utilise more than 70%
of the entire dataset, exclusively for the training purpose [10,
1, 21] as depicted in Figure 1 under conventional approach.
The duration of the datasets, used in the literature usually
lasts for more than a year, which amounts for a considerable
time, explicitly for model training [19, 34]. This results in a
substantial waiting time until the model is able to produce
usable predictions in real deployment scenarios.
Another issue associated with learning on a large dataset

is the shadowing effect on small user movements that ap-
pears insignificant, but affects the granularity of predictions.
1Google Now: https://www.google.com/intl/fr/landing/now/
2Moves: https://www.moves-app.com.
3Google Maps Predictions: https://www.searchenginejournal.com



Existing works attempting to address the above problem,
link user behaviour with forecasting models, which on the
hindsight only results in statistical prediction models with-
out truly capturing the inherent nature associated with user
movements [8].
Collecting a substantial quantity of user locations also

leads to a privacy issue. A malicious entity can infer sen-
sitive information related to the user, making it relatively
easy to discover a particular place by using simple heuris-
tiques [12] and identifying the user [6]. The algorithmic
cost of making predictions on a mobile device in a real de-
ployment scenario is relatively high due to the expensive
ensemble techniques, combined with complex and extreme
learning models, which makes it essential to have a central-
ized server [14].
Contributions. The fundamental goal of our approach

is to restrict the amount of data required for training the
mobility models, to small time windows usually lasting for
a couple of weeks. Our solution analyzes the substantive
user mobility behavioural changes in realtime and incor-
porates the associated changes to adapt the length of the
time window required for training. We explore the evolu-
tion of the frequently visited places by the user according
to the time and the associated periodicities among those
places as a means to quantify user behaviour and couple it
with the prediction process to give rise to quick realtime
predictions as shown in Figure 1 under proposed approach .
This process takes place in realtime, over sequential location
data that is operational on a mobile device, thus ensuring
that no personal location data is transferred to the location-
based services. However, in order to utilise these services,
only the predicted locations can be shared to maintain the
utility/privacy tradeoff space. More specifically, the paper
makes the three contributions listed hereafter.

• We propose MobiDict, a mobility prediction system
on realtime sequential data in order to forecast user
location. This system adapts user mobility model con-
stantly, according to the user behavioural changes. Con-
sequently, utilising considerably less data as compared
to the conventional approaches of formulating predic-
tive models and achieving satisfactory prediction ac-
curacy.

• The lower computational complexity, resulting due to
the lesser data involved leads to implementation on
hand held devices feasible. Thus, eliminating the need
to transfer highly sensitive user raw data to third party
entities and ensuring user privacy. This enables to
avoid the usual long and strenuous training period in-
volved in generating the prediction models, obtaining
quicker predictions.

• The reactive zone of interest computation scheme, in-
corporated in MobiDict, helps to model the mobility
behaviour, restricted to small time periods as com-
pared to modelling on long duration data, where the
true nature of user behaviour is lost. This enables
to make predictions during those small periods with
higher accuracies as compared to the conventional ap-
proaches.

The rest of the paper is organised as follows. Section 3
presents our system model and introduces some formal defi-
nitions and notations used in the paper. Section 4 describes

our approaches of quantifying user behaviour. In Section 5,
we present the different prediction techniques used in the
MobiDict system. Section 6 then presents MobiDict as
a whole, showing how the elements presented in the two
previous sections fit together to make up the complete sys-
tem. We discuss the results of a thorough experimental
evaluation of our approach in Section 7, based on mobility
traces collected on our campus by Nokia Research, from 184
users, between October 2009 and March 2011. Finally, Sec-
tion 2 discusses research efforts similar to ours and Section 8
concludes the paper by sketching future research directions
around MobiDict.

2. RELATED WORK
We breakdown the literature review in areas concerning

mobility modelling, and mobility prediction.

A domain of works apply sequential mining to extract fre-
quently visited regions with mean travel time, to formulate
the mobility models [3, 26]. The above approaches rely on
clustering visits to form a visit region. We reviewed sev-
eral location based clustering works [5, 18, 12, 33, 9]. As
opposed to their approach of analysing the entire dataset
to cluster the individual regions, we form the models by
obtaining the zones in realtime, and characterising the mo-
bility behaviour, dependent on the evolution of the number
of zones with time. There exists several studies regarding
stream data clustering including real-time analysis (see [4,
16]) but they fail to realistically monitor the evolution of
the zones according to time. Other domain of this work
falls under modelling the movements as a whole, such as
the continuous-time random-walk (CTRW) [25], Levy-flight
nature [29] and daily activity analysis and dissimilarities
within them as presented in[17]. Although the above mod-
els aid in predicting human mobility, the mobility models
are derived by offline analysis are computationally expen-
sive to be applied to raw location data thus not feasible for
making swift online predictions.
Detecting periodicity in time series data is a widely stud-

ied problem to predict trends in the data stream. [28] com-
putes the periodicity by analysing the user’s visit frequency
of places and aggregating total time spent at those places
followed by applying Fourier transform to this series. This
knowledge is used to predict the users next visit as shown
in [2, 24]. However, the analysis are based on the compu-
tations on the complete dataset, as opposed to our work
in real time location log preprocessing and retrieving non-
stationary and non-frequent periodic patterns lasting only
for small time intervals. We did not find existing literature
to formulate prediction models in realtime based on period-
icities, whose instances may be shifted or distorted.
We focus the literature review regarding prediction tech-

niques that first formulate a mobility model and consequently
use it to make predictions. More specifically, prediction
tasks that address the task of forecasting the next user move
based on the users current location. The results of the works
based on this technique [15, 8, 21, 8] show that it is possible
to attain accuracies in the range of 60-80%. Several ap-
proaches have been used to make the predictions, ranging
from Markov based predictors, neural networks, dynamic
bayesian schemes, decision trees having several tradeoffs as
compared to each other for next place prediction as sum-
marised in [27, 22]. The learning based predictors fall un-



der the category of predictive modelling, association anal-
ysis and cluster analysis. The next place predictions de-
rived using the above approaches by having a trained model
mapped to 70% of the dataset are presented in the works
of [1, 31, 30]. [7] discusses several approaches for learning
over sequential data including sliding window methods, con-
ditional random fields and graph transformer networks. Fur-
ther, Kalman filter based prediction approaches cannot be
applied to non-stationary data, involves higher complexity
and thus results in higher latency as discussed in [20]. Our
approach falls under learning over streaming location data
using a recurrent sliding window technique where we adapt
the window length for training depending on the the mobil-
ity behaviour.

3. SYSTEM MODEL
Hereafter, we introduce our system model, together with

formal definitions and notations used in the paper.

User and Locations. We assume a moving user carry-
ing a mobile device whose locations are tracked by Global
Positioning System (GPS) and/or Wi-Fi positioning sys-
tem (WPS). The device regularly receives user’s raw loca-
tion logs as a sequence L = 〈loc1, loc2, · · · , locn〉, where
loci = (φ, λ, t) is a 3-item tuple representing a location in
the format (latitude,longitude,timestamp). Rest of the pa-
per uses the notation loc.φ, loc.λ and loc.t for the tuple
elements.

Zone of Interest. Everyday activities of a user might
consist of some location points that she might find useful
or spend considerable amount of time. A Zone of Interest
(ZOI) is a similar concept that depicts a region encapsulat-
ing several of these points. A ZOI is not strongly bounded
to any location due to the temporal constraints. It begins
when the human activity at a location is initiated and ends
when the activity decays. At which stage the ZOI is tied up
to the relocated location.

User Mobility Model. Collecting real-life mobility data
of users, which is complex and chaotic, yields mobility traces
of individuals. Statistical analysis of these trajectories un-
folds hidden patterns to turn this raw data into mobility
knowledge. This results in abstracting away from the clut-
tered data and discover general movement patterns respec-
tive to individuals. Simply put, mobility models are these
generalisations of movement patterns representing a user.

4. MOBILITY BEHAVIORS

4.1 Zone of Interest Evolution
This section highlights the complete process of discovering

the ZOIs and their evolution which forms an integral part
of the user mobility behaviour.

4.1.1 ZOI Discovery
The discovery of ZOIs can be divided into three distinct

steps. We read the user dataset sequentially so as to simu-
late the realtime streaming of user locations.

Cluster Discovery. A cluster intuitively contains, loca-
tions having common spatial and temporal characteristics.
∆dmax ∈ R and ∆tmin ∈ N represents a distance in meters
and a minimum time threshold respectively.

Figure 2: ZOI Construction from Cluster of Location Points.

The two following functions are considered: centroid(〈loc1,
loc2, . . . , locn〉) computing and returning the centroid, which
maps the individual locations into the geometrical centroid
based on the set distance, and distance(loci, locj), which
computes and returns the Euclidian distance between the
two locations loci and locj .
A subset l ⊆ L becomes a cluster iff the following condi-

tions in Equations 1, 2 and 3 are satisfied4:

∀loci, loci+1 ∈ l :
distance(centroid(loc1, · · · , loci), loci+1) ≤ ∆dmax (1)

locn.t− loc1.t ≥ ∆tmin (2)

@l′ 6= l : l ⊂ l′ (3)

A cluster is a 4-item tuple c = (φ, λ,∆r, l), where φ ∈ R,
λ ∈ R, ∆r ∈ R and l are a latitude, a longitude, a ra-
dius in meters and a subset of locations respectively. Here,
∆dmax > 0 and ∆r > 0. The mean of all φ and λ of the lo-
cations contained in the subset l is the centroid (φ, λ) of the
cluster, which is designated as c.centroid. We consider the
set C, containing all user’s clusters, where C = {c1, c2, . . .}.
Equations 1, 2 and 3 do not guarantee disjointness of clus-
ters which is in turn used to form cluster groups as explained
further.

Cluster Group. A cluster group includes all the clusters
that can be assembled iff an intersection exists between these
clusters. Thus, two clusters ci, cj ∈ C are included in the
same cluster group g iff the next condition in Equation 4 is
met:

distance(ci.centroid, cj .centroid)
− (ci.∆r + cj .∆r) < 0 (4)

A cluster group is a 4-item tuple g = (φ, λ,∆r, {c1, c2, ...}),
where φ ∈ R, λ ∈ R, ∆r ∈ R, {c1, c2, . . .} ∈ C are latitude,
longitude, radius and array of clusters constituting g respec-
tively. The centroid of the cluster group is defined by (φ, λ),
being the mean of all the centroids of the clusters included
in g. The following set G contains all the discovered cluster
groups, such as G = {g1, g2, . . .}.

ZOI. A ZOI is a frequently and recently visited zone by a
user in everyday life. The two constants visitThreshold ∈ N
and maxTimeDuration ∈ N represent a maximum thresh-
old of visits and a maximum duration threshold between two
4This clustering process is inspired by a technique called DT cluster
and presented in [12].
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Figure 3: ZOI Evolution Over Time.

dates respectively, while minV NB ∈ N is a variable repre-
senting the minimum number of visits. Then, size(g) is a
function which computes and returns the number of clusters
of the cluster group g, meanVNB(G) is a function comput-
ing and returning the mean number of visits amongst the
set of all cluster groups G and timeDuration(G) is a func-
tion which returns the duration between the current date
and the last visited date of the cluster group contained in
G. meanVNB(G) returns values which dynamically change
over time according to the mobility behaviour of the user
due to the realtime nature of the process. minV NB is
equal to the value returned by meanVNB(G) until reach-
ing the visitThreshold, which is the maximum number of
visits that converts a cluster group into a ZOI. A cluster
group g ∈ G is transformed into a ZOI z iff the conditions
in Equation 5 and 6 are satisfied:

size(g) ≥ minV NB
∨ minV NB = meanV NB(G)
∧ minV NB <= visitThreshold (5)

timeDuration(G) <= maxTimeDuration (6)

A ZOI z is formally, a four item tuple z = (φ, λ,∆r, g),
where φ ∈ R, λ ∈ R, ∆r ∈ R and g are the latitude, longi-
tude, radius and the cluster group becoming a ZOI respec-
tively. The tuple (φ, λ) is the centroid of z computed from
group g. The set Z is finally the set of ZOIs of the user,
such that Z = {z1, z2, · · · , zn} as shown in Figure 2.

4.1.2 ZOI Evolution
A user’s ZOIs may change over time and space. Figure 3

shows an example of ZOI updates occurring over time for
a certain user having location data of more than 500 days.
We see a surge of ZOI updates at the beginning, minor vari-
ations intermediary and attains a flat tail towards the end.
Monitoring this trend of ZOI evolution according to time
reflects the changing user behaviours. Thus the number of
ZOIS and their evolution can be used to quantify user mo-
bility behaviour.

4.2 Periodicity of Movement
Human mobility is characterised by a high degree of peri-

odicity, contrary to the popular assumption that the mobil-
ity patterns are highly stochastic. Detecting these periodic
behaviours can assist to generate quick predictions, evading
the complex training procedure. However, one of the chal-
lenges is to identify periods which do not repeat precisely
at the same times, in addition to having multiple interlaced
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Figure 4: Realtime Periodicity Estimation Chain.

patterns in the non-stationary time series. As a result, stan-
dard period estimation techniques such as autocorrelation or
Fourier transform cannot be directly applied. We describe
the steps involved to accurately detect the movement peri-
odicity.

Uniform Location Sampling. One of the fundamen-
tal drawbacks of the periodicity detection algorithms is the
prerequisite that the incoming location stream should be
uniformly sampled. However, location logs coming in at non
uniform rate is common in communications due to imperfect
geolocation sensors or network unavailability to stream logs
online. When the sampling is nonuniform, a common tech-
nique is to resample/interpolate the signal onto a uniform
grid. We use semivariance interpolation on the incoming
stream using moving average construction.
In a nutshell, the semivariance conceals the incoming data

stream about the spatial variance at a specified distance. We
find that Gaussian model provides accurate fitting to the
missing data after calculating the semivariance. The semi-
variance along with Gaussian model allows to model the
similarity between points in a filed as a function of chang-
ing distance. The semivariance can be mathematically ex-
pressed in Equation 7 as:

δh = 1
2Nh

∑
Nh

(R.
√

(δx. cosθ)2) + δ2
y)2 (7)

where δh is maximum distance separation among the lo-
cation logs, Nh are the number of points separated by the
distance h. The semivariance is than the sum of the squared
difference between these values. To calculate the distance,
we utilise, equirectangular distance approximation, which is
faster as compared to the Harversine formula. In addition,
as the distances traversed are usually small, the performance
is superior compared to great circle distance approximation.

Dealing with Non Stationary data. Applying signal
processing techniques, directly to estimate the user move-
ments and periodicity to non-stationary data puts forth sev-
eral challenges. The interpolation step is followed by taking
the first difference of the streaming interpolated location
logs. This step brings forth the trends present in the move-
ment data by exposing the variance for further processing.
Next, in order to estimate the magnitude of day-to-day vari-
ations, log transform is applied to the series. The rolling
variance applied to the logged series, results in a series of
constant variance.

Periodicity Estimation. For the final step of the pe-
riodicity detection, we compute the rolling autocorrelation
over the precessed stream. Next, we calculate the power
spectral density to get the candidate periods and feed them
into the autocorrelation estimator so as to rectify false alarms
resulting due to the spectral leakage. The robust autocorre-
lation routine, results in the computation of statistically sig-
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nificant period(s) contained in the non-stationary and noisy
location stream. The complete processing chain is shown in
Figure 4. Through this process, we are able to detect weekly
periodic patterns. We focus on estimating short repetitive
patterns and detecting larger periods such as holiday vs.
non holiday pattern is beyond the scope due to the data
limitations we impose.
The above two demeanours, i.e., evolution of ZOIs and

movement periodicities, serve as a basis to decipher user
mobility behaviours, which play a key role to alter the real-
time model formulation and assist in prediction.

5. MOBILITY PREDICTORS
In this section, we describe the different families of pre-

diction techniques used to forecast the next user location.
We specify the procedure involved in training these predic-
tors in the context of mobility forecasting. In the plethora
of predictor options available, we select the ones that have
been already proved successful for spatiotemporal prediction
by published works [11, 21]. The starting time at a ZOI and
the total spent duration serve as input features to the pre-
diction techniques. The prediction task is then modelled to
perform one-step-ahead forecasting on the basis of available
data gathered in a time window.

Mobility Markov Chain. A Mobility Markov Chain
(MMC) model is described by a state-transition matrix in-
cluding the user’s ZOIs, which are the states, and all the
transitions amongst them. These transitions, collected dur-
ing a training period, feed the model. We assume a set
S of n states discovered at a current time t such that S =
{s1, s2, . . . , sn} knowing that S = Z. This set of states is the
baseline to build the matrix. Then, by exploring the user’s
raw locations, we can extract a sequence of vectors V , where
one vector contains two successive states, visited by the user
such that V = 〈(s1, s2), (s2, s2) . . . , (s1, sn)〉. The matrix is
then filled according to the sequence V by computing the
transition probability of each vector included in V . The
transition probability to move from si to sj is expressed in
Equation 8 as follows:

psi,sj = P (sj |si) (8)

Then, the predicted next state is the most likely state
snext found on the basis of all computed transition proba-
bilities of the matrix line of the current state sc as expressed
in Equation 9:

∀si ∈ S : predsnext = max(psi,sc , psi+1,sc , . . . , psn,sc) (9)

Figure 5 shows the creation of a MMC model of a user as
well as the state-transition matrix based on the evolution of
the ZOIs of a user. Unlike the 1-order Markov chain, which
is described above, the 2-order Mobility Markov Chain is
slightly different, as the previous state is also taken into
account in the prediction process, which increases the pre-
diction accuracy as presented in [13].

Classification Based Learning. Predicting the next
location can be viewed as a classification task, where the
training and the discrete output class consist of the cur-
rently computed and active ZOIs according to the user be-
haviour. This set consists of permanent zones and tempo-
rary zones which may vanish with time. Thus, every learnt
model bounded by a particular time instant may consists
of ZOIs that may not be active in prediction models for-
mulated at another time instant. We employ an elementary
1-NN based classifier that uses a training point closest to the
query point to predict the output label. IfXi = {{xp}, {xt}}
is the input vector consisting of permanent and temporary
zones {xp} and {xt} respectively, the training set consists
of {(x1, y1), (x2, y2), ...(xn, yn)}, where yi is the next zone,
traversed according to the time series sequence. Thus, the
task here is to determine ynew for xnew that is performed
by finding the closest point xj to xnew, w.r.t. the euclidean
distance.

Artificial Neural Network. In the ANN model, the
training patterns are highly dependent on the training win-
dow length to model the forecasting as predictive regression
problem. Each pattern will consist of the number of ZOI
movements recorded in the training window. pattern1 =
x1, x2, ...xn, pattern2 = x2, x3, ...xn+1 correspond to the
number of input nodes, where each node represents a pat-
tern collected for a day, thus training the model using the
sliding time window approach. The model consists of one
output node and the number of nodes in the hidden layer
is determined empirically. The 3 layered feed-forward neu-
ral network with back propagation can be represented in
Equation 10 as below:

yi = f(g((
∑
j

wij .inj)− θj)) (10)

where wij is the weight vector, θ is the bias, inj is the input
layer representing the movement patterns for a day.

Recurrent Neural Networks. Recurrent neural net-
works have a memory layer that is advantageous to model
long term time series data, by assisting the inputs to be
correlated with input/output pairs, which even lie beyond
the current window length. Similar to the previous descrip-
tion, we use a three layered architecture where the hidden
layer is recurrently connected to itself. The network can be
represented in Equation 11 as below:

yi = w2.σ(w1.x
i + wrh

i−1) (11)

where σ is a non-linear transfer function, here, we use sig-
moid function. w1, w2 are the connecting weights and wr
are the recurrent weights.

Fourier Extrapolation. We also test MobiDict with
Fourier extrapolation, which is capable of deconstructing the
time series as a polynomial base, with bounded randomness
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and a cyclic component. The frequency domain, due to its
nature, transforms the time bounded user visits in time do-
main into fixed cycles. The extrapolation yields a de-noised
copy of the movements observed in the history. Thus per-
forming prediction over a time window of t time units. Here,
the high frequency components are used to estimate move-
ments over regular ZOIs and the low frequency components,
to predict irregular user movements restricted to small time
bounds.

We implement the above machine learning prediction tech-
niques using PyBrain [32] and the MMC models are gener-
ated within the Cocoa application where the entire realtime
process is implemented.

6. THE MOBIDICT SYSTEM
In this section, we present the MobiDict prediction sys-

tem design and illustrate how the mobility behaviours are
coupled with the predictors to produce the next location
prediction in realtime. The overview of our approach is
presented in Figure 1, which depicts the fundamental ele-
ments involved in our system. As described in Section 4,
we present two approaches to quantify user behaviour. Due
to the nature of MMC, movement periodicity cannot be di-
rectly integrated into the model, thus we base MMC only on
the ZOI evolution aspect. However, in case of the machine
learning techniques, we involve the periodicity associated,
with the movement within the evolving ZOIs. We perform
a systematic evaluation of MobiDict by testing it with all
the described prediction approaches to analyse the predic-
tion accuracies. We now describe how the MMC and the
machine learning based system individually integrate the
respective mobility behaviours to produce next place pre-
dictions. The common goal being, formulation of a robust
predictive system on streaming location data.

6.1 MMC-based System
A Mobility Markov Chain model only depends on the

states and the transition probabilities amongst them. This
property bears similarity with the evolving ZOIs of the user
over time representing the behaviour. Therefore, to imple-
ment MobiDict, we combine the evolution of ZOIs with
the creation of the user’s MMC model. Figure 5 presents
an intuitive description of what is a ZOI significant update,
which basically triggers the adaptation of the user model
every time there is a new significant update. This preserves
the freshness of the user mobility model.
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Figure 6 shows the successive training windows, the ZOI
updates and the updates of the mobility model. The training
window is initiated when there is a significant ZOI update
and ends when a certain threshold is exceeded. An update
is considered as significant when either a new ZOI is added
to the ZOI set or removed from it under the assumption
that this set contains more than one ZOI. At each update,
the user’s MMC model is rebuilt according to the entire
state sequence S that is updated in realtime by taking into
account user’s raw locations. As seen in Figure 3, many up-
dates are sometimes accumulated, in such cases, the mean
time between two updates is used to compute the threshold
of the training window. The next expected update is trig-
gered by adding the mean time between all the past updates
umean. The next threshold tnext can be formally expressed
in Equation 12 as below:

tnext = datec + umean + umean
2 (12)

where datec is the current date of the system. If this thresh-
old is exceeded without having detected the expected signifi-
cant update, the training window is interrupted. At the end
of the training window, the MMC model is also updated in
order to take into account the entire state sequence collected
during the window as well as the one formulated during pre-
vious training windows.

6.2 Machine Learning-based System
The system should take into consideration the recent move-

ment histories and the associated periodicities in order to
produce an updatable mobility model. The problem can be
formulated as a non-stationary time series prediction, where
the model needs to be retrained according to variations in
the incoming data stream, which in our case are the user
movements and the variations, link to changing periodic-
ities. We empirically determine that the model accuracy
is affected for an autocorrelation index change of 0.2 and
greater. This severs as a trigger for periodic and incremental
model retraining, where the batch size consists of movement
histories, with the changed periodicity bounds.
We first describe the realtime processing chain, as shown

in Figure 4 to estimate the changing periodicities. As de-
scribed in Section 4, we perform Fourier analysis that ex-
presses the function, as summation of individual periodic
elements. Further, we compute the power spectral density to
find the strength at each frequency, and only the dominant
frequency components are selected. The periodogram high-
lights the periodicities lasting for short and medium terms,
on the other hand, autocorrelation is suitable for large pe-
riod detection. We combine the approaches so as to filter
out harmonics and get refined candidate periods. This can
be formally expressed in Equation 13 as below:
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Figure 8: Realtime Evaluation Scheme.
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where, Ck are the strength encodings at a given frequency
k, x(n) are the spectral coefficients associated with the si-
nusoids.
We track the periodicity continually, following the above

approach. Regarding the training phase, as depicted in Fig-
ure 7, the ZOI evolution is tracked to form a feature vector
representing the movements across them. The other fea-
tures consist of the starting time and stay time at a par-
ticular zone. The extracted feature vectors are fed to the
predictors described in Section 5. The periodicity feature is
tracked to monitor if it changes by 0.2. At this point, the
training reinitiates to reform the mobility model, taking the
new periodicities, thereby adapting to current behaviour of
the user.

7. EXPERIMENTAL EVALUATION
In this section, we demonstrate the experimental results of

our approach based on the Nokia data set [19] consisting of
mobility traces, collected from 184 users in Switzerland from
October 2009 to March 2011. The participants consisted of
university students and professionals with a mean duration
of 14 months comprising of more than 10 million location
points. Amongst the users of this dataset, we only select
168 of them having a dataset duration of at least 30 days.

7.1 Experimental settings
Here, we describe the selection of users from the dataset,

as well as the choices made, behind the algorithmic param-
eters. In order to obtain the ZOIs of a user, we set a value
of 60 meters for ∆dmax, 900 seconds for ∆tmin to clus-
ter the individual points of interest with respect to space
and time. The visitThreshold parameter is set to 6 visits
and the maxTimeDuration of three months. In order to
determine the above parameters, we analyse the complete
dataset to compute the average of the mean number of vis-
its of all cluster groups of each user per month. This choice
was based on selecting users having a dataset duration of at
least 30 days. In order to simulate realtime incoming data,
we read the data-points sequentially according to the logged
timestamps.

7.2 Real-time Evaluation Scheme
Figure 8 describes the evaluation approach, followed to

compute the prediction accuracy over time for each user.
This scheme shows the successive training windows, as well
as the consecutive evaluation windows. In the case of the
1-order and 2-order MMC, this trigger is a significant up-
date about the set of the user’s ZOIs, while in the case of
learning based approaches, we rely on a significant change
in the autocorrelation index, representing the user periodic-
ity. It is important to note that all the information collected
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Figure 9: Evolution of ZOIs and Prediction Accuracy Over Time
of 2 Users According to 1-order and 2-order MMC.

during the previous training windows is also taken into ac-
count for the next training windows. The evaluation window
commences at the very first trigger, which is when the first
two ZOIs of a user are computed. During a training win-
dow, the model analyses the user’s movements to construct
a user specific mobility model according to the techniques
described in Section 5. The MobiDict system is evaluated
with respect to each family of predictors. At the beginning
of the every new training window, the prediction accuracy
result is computed. As the evaluation metric, we consider
the prediction accuracy, which is the fraction of samples for
which the model successfully predicts the next location dur-
ing the evaluation window.

7.3 Results and Discussion
We evaluate the performance of MobiDict by comparing

it against the accuracy obtained by using the conventional
approach of formulating a model, trained on 70% of the
dataset and evaluated on the rest. The resulting accuracy
that we use for baseline comparison for all the predictor
families is shown in Table 1. We also compare our baseline
results with the results obtained by existing works on the
same dataset and achieve similar accuracies with the same
feature selection techniques.
Figure 9 depicts the evolution of the user’s ZOIs and the

prediction accuracy computed with the 1-order and 2-order
MMC prediction technique over time. We consider two dif-
ferent users, contained in the Nokia dataset having different
dataset durations, i.e., more than 350 days for the first user
and more than 500 days for the second user.
We obtained higher prediction accuracies with 2-order

MMC as compared to 1-order MMC for majority of the users
as also depicted in case of these two users. This is mainly
due to the fact that, 2-order MMC takes into account the
current user’s state and the previous state to search the next
state in the model, improving the quality of the predictions.
We also observe that, when the number of ZOIs has a sud-
den shift, the accuracy does not necessarily decrease with
this drastic variation. For instance, at the end of the evolu-
tion of the number of ZOIs of user 2 (i.e., from point 4 to
point 5), there is an increase of two zones, however, the pre-
diction accuracy is unaffected for both the MMC. With the
decrease of two zones (i.e., from point 3 to point 4 for user 1),
the accuracy of 2-order MMC increases, while that of the 1-
order decreases. Here, we assume that some variations may
sometimes require longer training periods to obtain relevant
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Figure 10: Evolution of Cumulative Time Window Length and
Prediction Accuracy Over Time of 2 users According to 1-order
and 2-order MMC.

MMC model according to the changes, as the predictions
are strongly linked to the transition probabilities contained
within them.

Technique Accuracy (%)
1-order MMC 57,19
2-order MMC 61,66
1-NN 59,28
ANN 60,85
RNN 72,79
Fourier ext. 63,87

Table 1: Baseline Results.

In Figure 10, cumulative training window lengths are de-
picted according to the accuracy and the evolution of user
movements according to time. We see, a clear trend in
the number of days taken to compute the predictions at
a specific time. With the considered two users, we observe
that, there is no absolute requirement to use a large amount
of data to obtain satisfactory prediction accuracies with
the MMC prediction technique, because, with less than 100
days, we can obtain accuracy of more than 0.5. Regarding
the entire dataset analyses, 34% of users reach a satisfactory
accuracy with less than 100 days. We also assume that this
is closely linked to the quality of the information, i.e., tran-
sitions between 2 ore more states, included into the model
during the training windows. In addition, it is also impor-
tant to note that, in realtime and for the MMC techniques,
we use raw data without any refinement, which could affect
the quality of the user’s mobility model.
Next, we analyse the effect of movement periodicities, on

the accuracies of the learning based predictor families. As
shown in Figure 11, we see a clear correlation between the
periodicity and the accuracy of classification, neural net-
works and the Fourier based approach. However, we also
see that, recurrent neural network has no visible impact of
user periodicities except for the minor variations. We ob-
serve this trend for majority of the users across the dataset.
The main reason being, RNN’s blend the input vector at
the current state (i.e. the movement histories) with the pre-
viously learnt state vector to yield a new state. Thereby,
taking the entire history into account before making a pre-
diction, effectively combining, high level direction with low
level modelling that results in high accuracy, maintained al-
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Figure 11: Variation of accuracy with time and the movement
periodicity.

Percentage of days
Prediction technique <=20% >20% & <=60% >60% Number of satisfactory users
1-NN 168 0 0 101
ANN 103 65 0 129
RNN 37 131 0 149
Fourier ext. 65 103 0 112
1-order MMC 137 17 14 93
2-order MMC 62 41 65 142

Table 2: Dataset Analysis.

most stable with time. On the other hand, the classification
and neural network based approach weighs the current state
higher than the past depicting very high correlation with
periodicity. As, with respect to Fourier extrapolation, since
the individual frequency components are contribute to fore-
casting, the higher the periodicity the better is the accuracy.

Next, we evaluate the running accuracy difference between
MobiDict for all the predictors against the baseline accu-
racy at each training model update as shown in Figure 12.
As we see, the accuracies are in general lower than the base-
line accuracies however, in most of the cases represent satis-
factory accuracy level above 50%. After update 3, the accu-
racies of 2-MMC, ANN, RNN and Fourier based predictors
are often higher as compared to the baselines. Regarding
1-order MMC technique, although the baseline result is not
very high compared to the other techniques (i.e., 57.19%),
the prediction accuracy results of the 1-order MMC model
are mainly far from it. In addition, we note that the 2-
order MMC accuracy results are fairly satisfactory remain-
ing higher than the baselines for most of the time. The high
baseline accuracies may also result due to the overfitting of
the model when looking directly at the 70% of the dataset as
compared to realtime training. Realtime training and pre-
diction, involves higher stochasticity in the time bounded
noisy data that is not the case when formulating a predic-
tion model over the complete dataset. We further evaluate
the total number of users in the entire dataset providing
accuracy levels higher than 50% as summarised in Table 2.
We indicate the number of users having prediction accuracy
greater than 50% in terms of total percentage of days. We
observe that RNN yields the maximum number of satisfac-
tory users whose accuracy is greater than 50% (and lower
than 60%), making it an ideal predictor to be integrated in
MobiDict.
Further, we approach the problem concerning the com-
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Figure 12: Comparison of MobiDict accuracy for individual predictors against the baseline accuracies.

putational complexity of learning approaches by analysing
the cost involved at the training time. This complexity is
directly linked to a quadratic equation that involves invert-
ing a kernel matrix having a complexity of order n3, where
n is the size of the training data [23]. The training time
to arrive at an optimal solution depends on the technique
used, but generally has the order of n2. Thus, the baseline
complexity is 0.7 ∗D where D is the total number of data-
points collected. Therefore, the complexity in our case is
Nup ∗ n3 where, Nup is the total number of updates. Fur-
ther, n in our system represents the data-points included in
the individual training windows, i.e. n = tn1 + tn2 . . .+ tnN ,
since we account for the user behaviour, which is constant
for some time periods the total number of data-points will
be lower than D, thereby having a lower complexity. The
same goes for the training time.

8. CONCLUSION
With the growing ubiquity of location-aware mobile de-

vices, the ability to analyse and predict mobility on a large
scale is becoming possible, opening new opportunities but
also posing new challenges. Furthermore, with mobile de-
vices becoming more powerful every day, it becomes pos-
sible to compute mobility predictions locally, i.e., without
resorting to backend servers. Yet traditional approaches to
mobility prediction rely on processing large datasets on pow-
erful backend servers. This makes mobility prediction quite
tedious and slow. In addition, such centralized approaches
come with a major location privacy concern, threatening the
success of widespread adoption of LBS in the coming days.
This enforces a real need to restrict computations involving
sensitive user data on a local mobile device.
To address these issues, we introduce MobiDict, a real-

time mobility prediction system, to provide swift next place
predictions. Our approach couples the prediction system
with dynamic user mobility behaviours to restrict the data
required for model training to short durations as opposed
to conventional training approaches. This achieves accura-
cies exceeding 50% for about 40% of the users contained in
the dataset for 2-MMC and RRN predictors. We also ex-
amine periods where our system accuracy, even exceeds the
baselines. Thus exhibiting that large amount of training
data is not an absolute requirement to produce viable next
place predictions. We also evaluate the computational cost

associated with our approach and theoretically validate the
feasibility to operate on a mobile device.
We observe that certain family of predictors are more

suited for particular mobility behaviours. Our future work
will be an attempt to have an ensemble approach in the sys-
tem to select a suitable predictor in realtime according to be-
havioural changes, to attain higher accuracies. We will also
focus to quantify the computational cost of the approach on
an actual mobile device to confirm our hypothesis. Another
area will be to optimise the process so as to have fewer num-
ber of model updates that will intern contribute to the cost.
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